
Jour. Ind. Soc. Ag. Statistics

48(2), 1996:185-193

On Sequential Estimation of Genetic Parameters and
their Functions

K. Diitta and V. Goswami

Sambalpur University, Sambalpur-768019
(Received : July, 1993)

SUMMARY

In this paper the concept of sequential estimation of gene, genotype or
phenotype proportions of a population has been introduced. The problem
of sequential estimation of rare gene, genotype or phenotype proportions
when the forces which influence the gene frequencies are present or absent
have been discussed.
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1. Introduction

Genes (alleles in a population) ai)pear in pairs. We denote (for two alleles
at a locus) doniinant alleles by cai)ital letters say 'A' and recessive alleles by
small letters say 'a'. Let j) and q rei)resent the relative frequencies of alleles
A and a respectively in the gene population. According to Hardy-Weinberg
law, the zygotic combinations predicted in a randomly mating population may
be represented by p^: 2pq: q^ i)roportious for AA,Aa and aa genotypes
respectively [Refer Gardner [3] and Narain [4]]. This holds when the factors
which influence the gene frequencies are absent but this is certainly not tnie
for the present generation of living beings with critical changes of enviroiunental
effects. Therefore, we have discussed the method of estimation of rare genes
proportions under two situations. In literature, tlie methods of estimation,
discussed are based on fixed sample size (assuming the Hardy Weinberg law)
even for estimating a rare trait which may not appear in a considerable large
sized sample. Hence, in that case the sample may not contain any information
about the rare trait to estimate its poinilation proportion.

In tliispaper, we have introduced tlie sequential estimation procedure under
two situations i.e. when the gene population is not directly influenced by the
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forces like 'selection' and 'mutation' etc. and secondly when the population
is influenced by these forces.

2. Background

The estimation of population proportions using multinomial and inverse
multinomial sampling plans have been discussed in Dutta and Goswami [2].
We state here some relevent results which are necessary for the sequential
estimation of gene proportions.

Consider a multivariate random variable Y = (ej, e^, .... e^^j)

r+l

where e, =0or 1for i= 1,2,.. (r+l) such that X ~ ^
i = i

and P (Y = y with e^. = 1) = Pj > 0 for j = 1, 2, 3, ... (r+l)

Let y^, y^, y3,.- be a sequence of observations on a random variable Y.
We stop at taking N observations with the help of a stopping nile where N
may be a random variable (it is constant for multinomial sampling plan).

N

Then x = y, = (x^, x^, ..., x^^j)
i = i

where Xj is tlie number of Cj = 1 (i = 1, 2,..., (r+l)) in tlie sample.

Suppose, our stopping rule is "continue taking observations up to when
N = n (a pre-determined number)".

r+l

Hence, X ~ "
i = l

and we get the multinomial sampling plan (MSP) with probability of reaching
a boundary pomt as

Pn, (X) -
r+l

n !/n Xj!
i= 1 1=1

It is Binomial Sampling Plan (BSP) for r=l.

Suppose, we have a stopping rule as "continue taking observations in a
sequence until a pre-determined number of observations fall into a given class
which is rarest one". Without loss of generality, let us assume tliat we take
observations just until = C have been observed. It generates the Inverse
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Multinomial Sampling Plan (IMSP) with probability of reaching a boundary
point as

(C +X Xi-l)!

PiM (X) =
i= 1

(c-1) n x.\
i = l

P^'+.-npft
t=i

...(2.2)

It reduces to Inverse Binomial Sampling Plan (IBSP) for r = 1.

The unique unbiased estimator of p = (Pj, p^, ... p^) and the variance and
co-variance expressions of tlie estimators under different sampling plans i.e.
(i) MSP, (ii) IMSP, (iii) BSP and (iv) IBSP are stated below.

(i) Unbiased estimators of p = (pi, pj... Pr) and their variances and
co-variances in MSP

= (X/n), i = 1, 2, r ...(2.3)

V (Pi) = Pi (1 - Pi)/n, i = 1,2,.... r ...(2.4)

Cov (Pi,Pj) = -PiP/n, i j = I,2,...r ...(2.5)

(ii) Unbiased estimators of p = (pi, P2,.-.. Pr) tlieir variances and
co-variances in IMSP

\/(C - 1+ X "i)
i = l

, i = 1,2, ...,r

r

= (C-1)/(C-1+ £ x;), for C> 1
i=l

V(^i) = Cp? f(C +2) +PiP,^,f(C+l)-pf

i = 1,2, ...,r

V(^,^i) = (C-1) lf^if(C)-lf^, ...(2.9)

Cov (Pi, Pi,) = C Pi i\ f(C + 2) - Pip,, ...(2.10)

i k = 1,2, ...,r

Cov(Pi,p,+ ,) = (C-l)p,+iPif(C+l)-PiPr+, ...(2.11)

i=l,2,...,r

...(2.6)

...(2.7)

...(2.8)
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Where f(C) =(C-2)! ^ +
j=o

The unbiased estimators of Pj and and their variances can be easily
obtained from tlie expressions given in (i) and (ii) for BSP and IBSP substituting
r=l.

We have mentioned here the unique unbiased estimators of quadratic

functions of proportions like pf +Pp, for i = 1, 2, ... (r+1) and PjP^. for
i^j= 1, 2,...r under different sampling plans. For r = 1, the quadratic functions

P2 + PP2 takes the form of genotype proportions for different values of p i.e.
(i) P2 when p = 0 (ii) p^ (l-Pj) when p = 1 (iii) (1 -p^)^-! when p = -2
and tlie proportion of phenotyije apjKarance of dominate gene as

-(P2 + PP2) when P = - 2.

The variance expressions of unbiased estimators of p^ +pp^ in BSP and
IBSP have been discussed in Dutta [1] and the variance expressions for
estimators in MSP and IMPS can be derived with the help of treatments
available there.

(iii) Unbiased estimators of p? +PPi, i = 1, 2,... (r+1) and PiPj,
i = j = 1,2,... (r+ 1) under MSP

Pi Pi = =

(iv) Unbiased estimators of p? +ppj, i=1,2,... (r+1), PjPj, i =j = 1, 2, ...r.
and PiPr+i, i = 1, 2,... r under IMSP

^ . P.. Xi(Xi-l)Pi + P Pi - ; + P r

(C-l + X Xi) (C-2+ X x.) (C-l+X^i)
i = 1 i = 1 i = 1

...(2.15)

i = 1, 2, (r+1)
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^2 (C-1) (C-2)
Pr+l + P Pr+I ~ r r

(C-1 + X Xi) (C-2 + X Xi)
i=l i=l

3 ^^—^7 ...(2.16)
(C-1 + X Xi)

i = i

A A Xj X,

PiPi = ^^
(C-1 + X Xi) (C-2+X X;)

i=I i=I

i^j = l,2 r ...(2.17)

A A Xj(C— 1)
Pi Pr+l = ^

(C-1 + X X;) (C-2+ X Xi)
i=l i=l

i=l,2,...r

The unbiased estimators of p^ +[3 Pj for i = 1, 2 under BSP and IBS?
are the special cases of (2.13) and (2.15) for r= 1.

Variances of P2 + p p^ under BSP and IBSP have been derived in Dutta
[1]. We quote those here for tlie reference.

(V) Vb (^^ + PP2) = Vb (i^) +2p covb (p^, p,) +p^ Vb (ft)

- (p/n) [(p +2)2 Pi - 2{4 - 2p+(l/(n +1)} p]
+2 {2-(l/(n-l)}p^] ...(2.18)

where stands for the variance of estimators under BSP.

(vi) Similarly,

Vj ;(P2 + PP2) = Vi (P2) + 2 p cov, (P2. P2) + "Vj (ft)

.(P-/C) [(P-H2)2p..2P^-P^V.\-(-^^-^)p-
(C + 1)

- :c-2)(c .
(C + l)(C +2) Pi

+ 2 3P^-6P(C-2) +2(C-2)(C-4) 3
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oo

+X ?r [{P'-2P(C-2)(C-3)} y-(C-1) (C-2)] p]'
y = 4 .

...(2.19)

3. Sequential estimation ofgene, genotype andphenotype proportions

Let Y = (e^.e^, ... e^^j) be a vector of (r+1) elements where e; = 1 if
a particular i-th phenotype or genotype or gene is observed of an individual
or of a plant or of an animal and ej = 0 for j i = 1,2,...(r+1). Hence

N

^ Y; = (Xp x^, ... x^^j) is a bi-variate random vector ifr= 1and multivariate
i= 1

random vector if r > 2. Accordingly (x,, x2,...x^^j) is a boundary point of
two - dimensional sampling plan for a desired stopping nile when r = 1 and
a boundary point of a multidimensional sampling plan for a relevant stopping
rule [Ref. Dutta and Goswami [2]] Thus for every observation, y is a vector
(or two vectors) of 'o' or '1' elements such tliat only tlie i-th element is 1
if the corresponding phenotype orgenotype (or gene) is observed (see examples
in case I). We have discussed below tlie problem of sequential estimation of
parameters under two situations, viz. (i) when Uie forces which influence the
change of gene frequency of a population are present and (ii) when the forces
which influence tlie change of gene frequency of a population are absent.

CASE I — Estimation of genetic parameters when the forces which
influence the change of gene frequency of a population are present.

The Hardy-Weinberg law does not hold good when the forces which
influence the change of gene frequency of a population are present In this
case, the genotype proportions and phenotype proportions can be estimated (i)
if tlie counting of gene is possible and (ii) if the counting of genotypes or
phenotypes are possible.

(a) When counting of gene is possible, the total number of gene (allele)
counts will be 2n if we observe n individuals as they occur in pairs. Here,
the sequential variable Y= (Cj, e^,..., e^^j) will take two values when a specific
genotype is observed.

For example, consider tlie MN blood group system. If MM blood group
is observed then the corresponding observable random vectors are (1, 0) and
(1, 0), if MN blood group is observed then (1, 0) and (0, 1) are the vectors
of observation and if NN blood group is observed Uien (0, 1) and (0, 1) are
the observable random vectors. The estimation of gene proportions can be made
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adopting the Binomial Sampling Plan if there is no rare gene and Inverse
Binomial Sampling Plan if a specific gene is rarest one.

Secondly consider a case of three alleles, say A, B, O blood group system.
In this case r = 2 and Y = (1, 0, 0) if A is observed, Y = (0, 1, 0) if B
is observed and Y = (0, 0, 1) if O is observed. Hence tlie genotype observation
AA will be converted to two observed vectors as (1,0,0) and (1,0,0), for the
genotype AO as (1, 0, 0) and (0, 0, 1), for the genotype BB as (0, 1, 0) and
(0, 1, 0), for Uie genotype BO as (0, 1, 0) and (0, 0, 1), for tlie genotype
00 as (0, 0,1) and (0, 0, 1) and for the genotype AB as (1, 0, 0) and (0,1, 0).
The relevant proportions of genes A,B and O are respectively p, q and r, can
be estimated using Trinomial Sampling Plan if there is no rare gene and Inverse
Trinomial Sampling Plan if there is a rare gene. The variance of the estimators
are quadratic functions of proportions.These can be estimated using the relevant
sampling plan.

Again, the genotype and phenotype proportions can be estimated adopting
the same principle. For A, B, O blood group system we will have genotype
as AA, AO, BB, BO, 00 and AB. If AA is observed then the observed vector
for it is (1,0,0,0,0,0), if AO is observed, then the observed vector for it is
(0,1,0,0,0,0), if BB is observed then the observed vector is (0,0,1,0,0,0) and
so on.

The phenotic observations will be 'A' group for AA, AO, 'B' group for
BB, BO, 'O' group for 00 and 'AB' group for AB. In this case the observable
vector will have four components with T in one place and zero in rest. The
Multinomial and the Inverse Multinomial Sampling Plans can be adopted for
the estimation of proportions and the variances of estimators assuming r = 3.

In general, if we have (r+1) alleles then each observations can be
represented as the vector Y of (r+1) elements. Suppose, tlie ith allele A; is
observed then Cj = 1 and e^ = 0 for j i = 1, 2,.. (r+1). If AjA^ is the observed
genotype, the corresponding observational vectors are (0, 0, ..., C; = 1,..., 0, 0)
and (0, 0, ..., 6^=1, ..., 0, 0). The estimation ofcorresponding gene proportions
can be made using MSP if there is no rare gene or genotype proportions and
the IMSP if there is rare gene or the genotype proportions. We have discussed
in the appendix a practical example for the estimation of "Rh-" blood group.

Case-U: Estimation of genetic parameters when tlie forces which influence
tlie change of gene frequency of a population are absent

Hardy-Weinberg law holds when the forces which influence the change
of gene frequency of a population are absent. If we have two alleles at a locus,
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then the genotype distribution of tlie alleiic combination is p^.2p(l - p) and
(1 - p)^ but the phenotype distribution is p^ +2p (1 - p) and (1 - p)^. In the
above cases, we will assimie Pj = p^, p^ = 2p (1 - p), Pj = (1-p)^ to estimate
genotype proportions and p, = p^ +2p(l-p), p^ = (1-p)^ to estimate phenotype
proportions. We use three dimensional sampling plan to estimate genotype
proportions and two dimensional sampling plans to estimate phenotype
proportions. If a proportion is very sinall, inverse binomial samphng plan should
be used to estimate all proportions. We will use tlie estimator (1 - p) as

and pas 1-V^ in first case. The estimator of (1+p) as and pas
1 - in second case. If i)j or Pj is small, then inverse trinomial sampling
plan is applicable to estimate the rarest genotype in first case. If p^ is very
small in second case, tlien the Inverse Binomial Sampling Plan is used to
estimate the rarest phenotype. The variances of the estimators are quadratic
functions of Pj, for r = 1 and Pj, Pj, Pj for r = 2. The conversion of genetic
observations to the Benioullian fomi is same as discussed in Case I. If the

counting of gene is possible, then the estimation of gene, genotyjK proportions
can be made as discussed in Case I.

Appendix

We know that in blood group samiile the "Rh-" is tlie rarest one. In this
case if "Rh+" is observed then the observational vector will be (1,0) and if
"Rh-" is observed tlien the observational vector will be (0,1). Suppose, our
stopping rule is that "continue taking observations till we get C = 7 observations
of 'Rh-". Let us assume that we stop after having 108 observations as per

n

nile. Then Yj = (Xj, X^) where X, = 101 and X^ = C = 7. The estimators
i = l

of proportions are (Xj/C+X,-1, C-l/C+x,-l). The variances of estimators can
be computed as stated in section-1.
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